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Abstract—Pattern-based machine translation needs transla- translated into English words. These probabilities are cal
tion patterns. Such translation patterns are usually made man-  culated from the English and Japanese sentence pairs. On
ually. A high-quality translation can be obtained if the input the other hand, the language model has probabilities of

sentence matches the translation pattern and this translation 3 d stri The decod lects the J
pattern is correct. But it costs a lot to make translation patterns apanese worad strings. 1he decoder selects the Japanese

We propose to make translation patterns automatically in order ~ Sentence by referring to the translation model and language
to decrease the cost. And we select translations by using word model. Statistical machine translation was initially word
tri-gram scores. _ based. Recently, though, it has become phrase-based becaus
Finally, we der_nonstrated the effe_ctlveness _of the pr_oposed of the translation performance.

method in English-Japanese machine translation experiments.

C. Proposed Method
Keywords-component; Pattern-Based Machine Translation;

Statistical Machine Translation: GIZA++: Conventional pattern-based machine translation is costly
because the translation patterns are made manually. Imyetu

I. INTRODUCTION the output is grammatical and tends to be a good translation.

A. Pattern-Based Machine Trandation On the other hand, statistical machine translation is low

Pattern-based machine translation [6] was proposed in th ost because it uses only source and target sentence pairs
) . ; that do not have to be manually related. However, statistica
1960s. This form of machine translation uses the source : . ; :
. machine translation often outputs ungrammatical traioslat
language and target language translation patterns made
. . . sentences. To overcome these problems, we focused on that
manually. It has certain advantages. In particular, if the

input sentence matches a translation pattern, the tredslatg]ned iﬁreret:\foe::dlgr? \lgv;rz Eggsbgee?mi?:aiir:;]sogﬁgir|1aer:jg1tjr§?:
sentence will be of high quality. However, it has disadvan- g guag y

. MT [5]. GIZA++[3] can get the source and target word
tages as well. It cannot translate input sentences that do

not match any of the prepared translation patterns. Thi airs automatically from the source and target sentenes.pai

. hus, we can make the source and target translation patterns
means that to match many sentences, we either have tosin the automatically obtained source and target word
make many patterns or relaxed these patterns. Consequenoté// 9 y 9

problem becomes either too high a translation cost or po ars. .
e implemented the program for automatically create

translation accuracy. This tradeoff has thus far been diffic English-Japanese statistical pattem-based machineldran

to surmount, and hence, the amount of research on pattern- ) . :
. . . tion. This program makes the English-Japanese translation
based machine translation has declined.

patterns and the English-Japanese word pairs as well. We in-
B. Satistical Machine Trandation vestigated the proposed English-Japanese statistideripat

Statistical machine translation (SMT) was proposed in thd?@s€d machine translation and surveyed the standard SMT
1990s. This translation method uses the source and targt® Make a comparison with the proposed method.
sentence pairs and has a translation model and a language
model. A decoder uses these models to output a target
sentence with the maximum probability. The following is
an example of English-Japanese SMT [12]. The conventional English-Japanese pattern-based transla
J (1) tion method is as follows [4].

Step 1 Prepare English-Japanese translation patterns and
English-Japanese word pairs.
Here, P(e|j) means the English-Japanese translation Step 2 Input an English sentence.
model, and P(j) means the Japanese language model. Step 3Search for an English translation pattern that
The translation model has probabilities of Japanese words matches the input of Step 2.

Il. ENGLISH-JAPANESE PATTERN-BASED MACHINE
TRANSLATION

argmaz; P(jle)
argmaz.P(e|j)P(j) )

1R



Step 4 Output a Japanese translation pattern correspond: Make the English-Japanese Word Dictionary

g]g to the English translation pattern made in Step Translating only one way from English to Japanese will
Step 5 éenerate a Japanese translation sentence usiregu!t in an unre!iable the En_gligh-Japanese word d‘C‘V”?a
the English-Japanese word pairs and a Japaneg , in order to increase reliability, we use_d both Engh_sh-
translation pattern in step 4. SJeapanese word pairs and Japanese-English word pairs to
make the English-Japanese word dictionary.

Table | shows an example of English-Japanese patrhe English-Japanese word dictionary was made as follows.
tern translation, and Table Il shows examples of English-

Japanese word pairs. Step 1 Make English-Japanese word pairs and Japanese-

English word pairs using GIZA++.
Step 2 Multiply the translation probabilities of the

Input English sentence The fire started in the kitchen | ; I
English translation pattern| The X1 started in the X2 . English-Japanese word pairs and the Japanese-
Japanese translation pattefnX1 & X2 225 i 7~ . English word pairs. Select the word pairs with
IN ) - ey .
Output Japanese sentencg X 1& AT 25 Hi 7 . probabilities higher than a threshold} and put
Table | them in the English-Japanese word dictionary.
EXAMPLE OF ENGLISH-JAPANESE PATTERN TRANSLATION Table 1l shows an example of the English-Japanese word
dictionary and Table IV shows an example of the Japanese-
English word dictionary.
fire X i
- _ fire X 0.37
LN
Kiichen [ &t Kitchen | &7 | 0.49
Table Il
EXAMPLE OF ENGLISH-JAPANESEWORD PAIRS Table Il
EXAMPLE OF ENGLISH-JAPANESEWORD DICTIONARY
. GIZA++

fire 0.22
Fr | kitchen | 0.71

3 %

GlZA++[3] gets the source language and the target lan-
guage word pairs by using the maximum likelihood cor- Table IV
respondence from the source sentence and target sentence  ExampLE OF JAPANESEENGLISH WORD DICTIONARY
pairs. It also assigns a translation probability. GIZA++ is
implemented with IBM model 1-5[2]. In this experiment,
we used GIZA++ to obtain the English-Japanese word pairs

and the Japanese-English word pairs. B. Make the English-Japanese Translation Patterns

We made the English-Japanese translation patterns by
IV. PROPOSEDMETHOD using the English-Japanese word dictionary and the English

Japanese sentence pairs.

Conventional pattern-based machine translation costs a lghe Engjlish-Japanese translation patterns are creatéd wit
because its translation patterns are made by manually. o following steps.

return, the output of pattern-based machine translation is
grammatical and tends to be a good translation. On the other
hand, statistical machine translation is low cost because
it uses only source and target sentence pairs. However,
statistical machine translation often outputs ungramrahti
translations.

To overcome the above mentioned problems, we focused on
the corresponding word pairs between the source language
and the target language that can be automatically found with
GlZA++. GIZA++ gets the source and target word pairs
automatically from the source and target sentence paies. Th
English-Japanese translation patterns can then be made fro
these English-Japanese word pairs. Figure 1 shows an example of making an English-Japanese
The steps of the proposed method are described below. translation pattern.

Step 1 Compare each English word of a English-Japanese
sentence pair with every English word of the
English-Japanese word dictionary.

Step 2 Compare every Japanese word of the English-
Japanese word dictionary with each Japanese word
of a English-Japanese sentence pair. (This "a
English-Japanese sentence pair” is same as "a
English-Japanese sentence pair” in stepl.)

Step 3Match up the English-Japanese word pairs and
replace each pair with a variable, X1, X2, X3, etc.

Step 4 Repeat steps 1 to 3 for all sentence pairs.



English-Japanese
Input English sentence translation patterns
- — - Selected
Example: English translation , Japanese translatiorn only one candidate
She is an engineer. patterns \ patterns
"""""""" dmmmmmmmmne e W (T RE . B:-9.0
N1isaN2. INT@N2TY 7y
N1 isaN2. :N1(;IN27':“°
-— N1hasanN2. iNT[EN2%E £D, Step?
B [ :
:
Translation candidate
with tri-gram score
Step1 English-Japanese W (S E T . B:-16.1
y word dictionary W (& 280 TS . B:-20.7
Matched English — WL (3 HE 2. B1-9.0
translation pattern ___Ién_g_l|_s_h__i_{a_p_a_n_e_st_a_ :
, She  + ®K Stepd .
N1 is an N2 . engineer: i | Step5. Step
engineer:  KZHfi Matched Japanese
translation pattern
N1 (& N2 TY ,
N1 (& N2 T2,
Variable
Step2 ’
Step3
y - N1 : She P
N2 : engineer

Figure 2. Generating a Japanese Translation Sentence

terns and obtain the English words corresponding
to the variables.

English-Japanese sentence pairs . .
e pat Step 3 Obtain the Japanese translation patterns corre-
English sentence Japanese sentence . . .
; y i sponding to the English translation patterns.
He cried loudly . % (X XBE TI3UL\ o . . _ .
i Step 4 Find the variables in Japanese translation patterns
fvggr'fglcﬁgigfje and search for the Japanese words corresponding
English [Japanese to the variables.
steply | He #® step Step 5 Replace variables in Japanese translation patterns
cried b step3y with the Japanese word in Step 4.
English-Japanese translation patterns Step 6 Japanese translation sentence calculates the like-
English translation pattern: Japanese translation pattern IIhOOd(B) by US|ng Japanese Word t”'gram' The
X1 X2 loudly . X11& KB TX2F2 o likelihood(8) means the sum of Japanese word

tri-gram scores with based 10 logarithm. Japanese
word tri-gram are calculated from the English-
Japanese sentence pairs.

Figure 1. Making an English-Japanese Translation Pattern Step 7 If the result of step 5 generates multiple Japanese
translation sentences, select only one sentence with
the highest likelihoodg ).

C. Generate the Japanese Trandation Sentence

We generate Japanese translation sentences by using fgure 2 shows an example of generating a Japanese trans-

English-Japanese word dictionary and the English-Japane ation sentence.
translation patterns. D. Notes
The Japanese translation sentences are made as follows. , |f the probability of the word tri-gram data is 0.0, we
Step 1 Select English translation patterns corresponding set-1000.0 as a penalty.(Ilt means that the word tri-gram
to the input English sentence. data was not appeared in English-Japanese sentence
Step 2 Find the variables in the English translation pat- pairs.)



Moreover, the following cases are not outputted as Japaneg Compound/Complex Sentences

translation sentences. « Making English-Japanese patterns

« The input English sentence does not match any of thave used a word dictionary witha =0.05 to make the
English translation patterns. English-Japanese translation patterns. 6 used in Step

« For Step 2 or Step 4 of Section IV-C, the English word 2 of SectionlV-A.) As a result, we obtained 16,110 English-
or the Japanese word couldn’t be found in the English-Japanese word pairs (word dictionary) and 87,674 English-

Japanese word dictionary. Japanese translation patterns.
« Generating Japanese translation sentences
E. Database We used a word dictionary withe=0.01 to generate the

. . Japanese translation sentences and obtained 49,704H=nglis
We used simple sentence pairs and complex/compoun : o
apanese word pairs (word dictionary).

sentence pairs extracted from the EPWING electronic dic-
tionaries [8]. We used 100,000 English-Japanese simple
sentence pairs for the training and 10,000 English sen€. Tri-gram Data

tences for the test. The average of simple sentence is 9.0 \ys sed 100,000 English-Japanese sentence pairs to cal-
word/sentence for the training in English. And the average, |ate the Japanese word tri-gram.

of simple sentence is 10.5 word/sentence for the training

in Japanese. Similarly, we used 100,000 translation pairD. Baseline System (Moses)

from compound/complex sentence pairs for the training we used Moses as the baseline system for comparison,
and 10,000 English sentences for the test. The average ghd we didn’t do parameter tuning [11] on Moses[5].
compound/complex sentence is 11.2 word/sentence for the

training in English. And the average of compound/complex VI. EXPERIMENTAL RESULTS
sentence is 13.9 word/sentence for the training in Japanese We classified the output Japanese translation sentences
We used Mecab [7] as the morphological analyzer and thénto four types (The A-rank The D-rank). We used the

standing tokenizer of Moses [5] . likelihood(B ) as a classifier. The four types are shown .
Table V shows example English-Japanese sentence pairs.

A-rank | -1000.0< 5 < 0.0
B-rank | -2000.0< 3 < -1000.0
C-rank | -3000.0< B < -2000.0
D-rank | -3000.0< 8

B: Sum of Japanese word tri-gram scores with based 10 logarith

Simple Sentence
English | The stars are twinkling .
Japanesd = 2Y &> T VW5,
Complex/Compound Sentence
English In order to move a car,
first you have to start the engine . Table VI
Japanesd AWE & BH3 L & 9 LoV & FOUR TYPES FOR THESUM OF JAPANESE WORD TRI-GRAM SCORES
N BTN I R 8 A,

Table V
EXAMPLE SENTENCES A. Example of Trandation Sentences
1) Smple Sentences:
Here, we show the simple sentence translation results. In
Table VII~ X, "Input” means the input English sentence.
V. EXPERIMENT "English translation pattern” means the English transtati
pattern matching the input. "Japanese translation pdttern
A. Smple Sentences means Japanese translation patterns corresponding to an
English pattern. "Proposed” means the translation seetenc
obtained by the proposed method. "Reference” means a
We used a word dictionary witha=0.05 to make the correct sentence. "Baseline” is the output of Moses.””
English-Japanese translation patterns.i¢ used in Step 2 means the sum of Japanese word tri-gram scores with based
of Section IV-A.) As a result, we obtained 17,128 English- 10 |ogarithm.
Japanese word pairs (word dictionary) and 86,204 English-
Japanese translation patterns.

« Making English-Japanese patterns

[1] Example of the A-rank

« Generating Japanese translation sentences We obtained 379 sentences in the A-rank. The results of
We used a word dictionary witlw =0.005 to generate the the A-rank was attractive and was better than the base-
Japanese translation sentences. As a result, we obtainége(Moses).
76,202 English-Japanese word pairs (word dictionary). [a] Example of the A-rank



Input A pendulum swings back and forth|.

English

translation pattern| A X1 swings back and forth .

Japanese

translation pattern| X1 I& 7645 12 #&#) 35 ,

Proposed B IFEG TR 35 .
B:-38.90

Reference WO IEER CKE 35,

Baseline(Moses) | IRV F X ZH T U T W5,

Table VI

EXAMPLE OF A-RANK

meaning being more or less correct. On the other hand, the
baseline(Moses) resembles the reference sentence.

[3] Example of the C-rank

We obtained 292 sentences in the C-rank. Some of the C-
rank were better and some were worse. And the results
of the C-rank were worse than the B-rank. However, they
resembled the B-rank, we shall omit the example of the C-
rank.

[4] Example of the D-rank

An example of the A-rank is shown in Table VII. The We obtained 2,334 sentences in the D-rank. The results of
result of the proposed method was the same as the referendee D-rank was inferior. And the D-rank were worse than
sentence. This shows the effectiveness of the proposeitie baseline(Moses).

method in this case.

[a] Example of the D-rank
Below is an example of the D-rank translation. In Table X,

[2] Example of the B-rank

We obtained 247 sentences in the B-rank. The results of the
B-rank has both superior and inferior. And the B-rank had
better results and worse results than the baseline(Moses).

Input Tell me the exact time .
English

translation pattern] X1 X2 the X3 X4 .
Japanese

[a] Better example of the B-rank

translation pattern| X1 »% X3 X4 % X2 7z,

] . Proposed U D WH = <h &,
A better example of the B-rank is shown in Table VIII. B -4017.981
The results of the proposed method resembles the reference | Reference EHE & WA 2 BX T SEIV,
Baseline(Moses) | 1EHE & Ri%l % HA C <EZIV,
Input She called him all the bad names .
Eng“sh Table X
translation pattern| X1 called X2 all the bad names . EXAMPLE OF D-RANK
Japanese
translation pattern) X113 X2 # <% AT IZ 2 /&,
Proposed ‘?ﬁ_l‘gsfzfﬁ% BTRE> L. the results of the proposed method is unsuitable, but the
Reference WX XASA O B0 % baseline(Moses) resembles the reference sentence.
5o 7,
Baseline(Moses) | HZ X % # 2 AU %~ .

Table VIII

BETTER EXAMPLE OF B-RANK

sentence.
[b] Worse Example of the B-rank

A worse example of the B-rank is shown in Table IX. The

Input The telephone is out of order .

English

translation pattern X1 X2 X3 out of order .

Japanese

translation pattern| X1 X2 I& £\ A% ¥ T X3,

Proposed TO Bt B LW X C V05,
£:-1034.338

Reference Bl A DNV C VW5,

Baseline(Moses) | €® &af & g U C V3 ,

Table IX

WORSEEXAMPLE OF B-RANK

2) Compound/Complex Sentences:
[1] Example of the A-rank

We obtained 408 sentences in the A-rank. The results of
the A-rank was attractive and was better than the base-
line(Moses).
[a] Example of the A-rank

The following is an example of the A-rank.

In Table Xl, the results of the proposed method is the
same as the reference. This means the effectiveness of the
proposed method in this case.

[2] Example of the B-rank

We obtained 31 sentences in the B-rank. The results of the
B-rank was superior. This shows the effectiveness of the
proposed method. However, they resembled the A-rank, we
shall omit the B-rank example.

results of the proposed method is unidiomatic despite it$3] Example of the C-rank



Input It is foolish to take Input He was doomed to failure .
a hit-or-miss attitude toward exams| . English
English It X1 foolish to take translation pattern He X1 X2 X3 X4 .
translation pattern a hit-or-miss attitude toward exams|. Japanese
Japanese AR T — 2 /AR5 D X1 translation pattern| X4 X3 X2 T X1 7z,
translation pattern| (2 T W3 , Proposed R T2 TV,
Proposed BT — 2 A3 0Dk B:-2018.231
N T wa, Reference BB ARECERU -0 2,
B:-63.413 Baseline(Moses) | % & f&)/5 X 325 &Em IZ ®> 7,
Reference R T I Z 22 O IF
B2 T v5, Table XIll
Baseline(Moses) | T — » /\ 2 ®% D & WORSEEXAMPLE OF THE C-RANK
EDF T wa,
Table XI Input He was found dead .
EXAMPLE OF A-RANK -
English
translation pattern X1 X2 X3 X4 .
Japanese
translation pattern| X1 X2 X4 T & X3,
We obtained 16 sentences in the C-rank. The results of the | Proposed g&_ﬁ;ggf%%z%ow SR
C-rank has both superior and inferior. The C-rank had better Reference WA T RO XA F

results and worse results than the baseline(Moses).

Baseline(Moses)

WA TV =,

[a] Better example of the C-rank
A better example of the C-rank is shown below.

Input He demonstrated that
the world is round .
English X1 demonstrated that
translation pattern| X2 X3 X4 round .
Japanese X1 X4 X3 2% J S
translation pattern] Z & X2 ZEHH U 7= .
Proposed DAERLR TN TARA)
e 2 U .,
B:-2037.680
Reference (RS 2 AR A)
Z& & EIEUL 2,
Baseline(Moses) | ER I T 2 Z& 2 bh- &
D TIERN2 LN LT WS,

Table XII

BETTER EXAMPLE OF C-RANK

In Table XII, the results of the proposed method resemble

Table XIV
EXAMPLE OF D-RANK

An example of the D-rank is shown below.

In Table XIV, the results of the proposed method is
ungrammatical sentence. On the other hand, the base-
line(Moses) is grammatical and correct sentence.

B. Automatic Evaluation Results

We evaluated the translations using automatic evaluation
tools. We used the BLEU [1] and NIST [10] evaluation tools.
1) Smple Sentences:
We input 10,000 English sentences and obtained 3,252 sen-
tences matching the English-Japanese translation pattern
We obtained 379 sentences in the A-rank, 247 in the B-
rank, 292 in the C-rank, and 2,334 in the D-rank. And

We compared our method with the baseline(Moses) for

the referenpe sentence. On the other hand, the baseline d3ch rank. The automatic evaluation results are listed in
ungrammatical sentence.

[b] Worse Example of the C-rank
A worse example of the C-rank is as follows.

In Table XIIl, the results of the proposed method is
ungrammatical sentence. On the other hand, the base-

line(Moses) is grammatical and correct sentence.

[4] Example of the D-rank

We obtained 368 sentences in the D-rank. The results of the
D-rank was inferior. And the D-rank translations were worse
than the Baseline(Moses).

[a] Example of the D-rank

Table XV. From the results in Table XV, we can see the

Proposed Baseline(Moses)
BLEU NIST BLEU NIST
0.5664 | 6.9185| 0.5434 | 6.7248
0.2993 | 4.4478] 0.3097 | 4.2523
0.2228 | 3.9444] 0.2466 | 3.9138
0.0686 | 3.0176 | 0.1614 | 3.8581
0.1683 | 3.8956 | 0.2258 | 4.4613

A-rank(379)
B-rank(247)
C-rank(292)
D-rank(2,334)
All rank(3,252)

Table XV
AUTOMATIC EVALUATION RESULTS

BLEU and NIST values were higher for the A-rank. This
means the proposed method was more effective than the



baseline(Moses) for the A-rank. However, the same cannot (ank__| Proposed) | Proposed< | No dfference | Same
be said for the other ranks. B-rank 6 11 24 9
C-rank 7 9 33 1
2) Compound/Complex Sentences: D-rank 1 10 39 0
We used 10,000 English sentences in this experiment. We Table XVII

Obtained 823 sentences matching the Eng|iSh-Japanese tran RESULTS OFHUMAN EVALUATION (SIMPLE SENTENCE3
lation patterns. We obtained 408 sentences in the A-rank, 31
in the B-rank, 16 in the C-rank, and 368 in the D-rank. And
we compared the proposed method and the baseline(Moseg) Table XVIII

. . . (? SULTS OFHUMAN EVALUATION (COMPOUNUCOMPLEX SENTENCE$
for each rank. The automatic evaluation results are liste

in Table XVI. Table XVI shows that the BLEU and NIST ATank Pmp%seco Pmp%sedx No d'fgerence Sa;me
Proposed Baseline(Moses) grraaglli g (2) g 1
BLEU | NIST | BLEU | NIST Dorank o > g 5
A-rank(408) | 0.5662 | 7.7735 | 0.5348 | 7.4597
B-rank(31) 0.4717 | 4.8247 | 0.3573 | 3.9476
C-rank(16) | 0.3517 | 3.6805| 0.3225| 2.8721
D-rank(368) | 0.0710 | 2.3499 | 0.1451 | 3.0121 : . .
ATl ramﬁ(gzg) 03630 [ 56752 | 03563 | 56718 the proposed method is superior to the baseline(Moses)
for the A-rank and the B-rank. On the other hand, its
Table XVI results were split for the C-rank, and it was inferior to the
AUTOMATIC EVALUATION RESULTS baseline(Moses) for the D-rank. This shows the effectigsne

of the proposed method for the A-rank and the B-rank.

values were higher for the A-rank, B-rank, and the C- VII. DiscussioN

rank. That is, the proposed method was better than thé&. Automatic Evaluation of All Test Sentences

baseline(Moses) for the A-rank, the B-rank, and the C-rank 1) gpple Sentences:

but not the D-rank. We made 10,000 test sentences that combined 379 sentences
for the A-rank and 9621 sentences for the baseline(Moses).
We called this data "Proposed+Baseline”. Next, we evalu-

C. Human Evaluation Results ] ]
i ated "Proposed+Baseline” and the baseline(Moses).
We carried out the ABX test [13] on the proposed me'thOdThe results for all test sentences are shown below.
and the baseline(Moses) for each of the Japanese translatio

sentences. The ABX test is a human evaluation. And this Table XIX
. . . COMPARISON OFALL TEST SENTENCES
evaluation was carried out only one person. It involves a SLED—NIST
count of the sentences using the following cnterla.. Proposed+Baseling 01381 3.7798
« ProposedO: The proposed method'’s translation was Baseline(Moses) | 0.1375| 3.7743

better than the baseline (Moses).

o ProposedX: The proposed method’s translation was
worse than the baseline (Moses). In Table XIX, the BLEU score of the

« No difference: There was no difference in translation F roPosed+Baseline” was higher than the baseline(Moses)

quality between the proposed method and the basé—’y 0.006. This means the "Proposed+Baseline” was more
effective than the baseline(Moses).

line(Moses).

« Same: Both outputs were completely the same. 2) Compound/Complex Sentences: .

1) Smple Sentences: We made 10,000 test sentences that combined 498 sentences
We selected 50 sentences at random for each rank. Thfgr the A-rank and 9,592 sentences for the baseline(Moses).
results of the evaluation for simple sentences are listed in BLEU | NIST
Table XVII. From Table XVII, we see that the proposed Proposed+Baseling 0.0999 | 3.1267
method was superior to the baseline(Moses) for the A-rank. Baseline(Moses) | 0.0987| 3.1100
On the other hand, the proposed method was inferior to Table XX

the baseline(Moses) for the other ranks. This shows the COMPARISON OF PROPOSED METHOD AND BASELINGMOSES
effectiveness of the proposed method for the A-rank.

2) Compound/Complex Sentences:
We selected 10 sentences at random for each rank. The In Table XX, the BLEU score of the "Proposed+Baseline”
results of the human evaluation for compound/complexwas higher than the baseline(Moses) by 0.0012. This proves
sentences are listed in Table XVIII. Table XVIII indicates the effectiveness of the "Proposed+Baseline”.



B. Trandlation Accuracy of Proposed Method translation patterns. So, we will do following two things

English-Japanese translation experiments showed the R increase the number of matching the English-Japanese
fectiveness of the proposed method in the A-rank. Thdranslation patterns.
human evaluation especially favored the proposed method.
In simple sentences of the A-rank in the ABX test, the 1) Translation Patterns:
proposed method was judged that 9 sentences well and/e implemented the program for automatically create the
no sentences poorly. The ABX test on compound/compleXEnglish-Japanese translation patterns. However thisanog
sentences of the A-rank showed that our method coul@enerate only one Englush-Japanese translation pattgrns b

translate 3 sentences were well and none of the translatio¥e English-Japanese sentence pairs. If a word has multiple
were rated poorly. meaning, we must generate multiple English-Japanese trans

. _ _ lation patterns. So, we will improve this program to inceeas

uation

The human evaluation showed that the proposed method 2) Extend the phrase-based pattern machine translation:
worked for the simple sentences and the compound/complew/e implemented the program to generate the Japanese
sentences of the A-rank. On the other hand, the BLEU scoreganslation sentence. But this program is word-besed npatte
of the proposed method and the baseline(Moses) were n@fiachine translation. For exapmle, the variable "X1" acsept
so good. We thought that they are the problem of automatienly one word. So, we can’t translate phrase. (It is construc
evaluation. ing two or more words.) In future works, we will make the

D. Discussion of Compound/Complex Sentences of the B- program using phrase-based pattern machine translation.

rank

Although the B-rank compound/complex sentences Weré;' Other works
good translations, the simple sentences of the B-rank were |n section V-D, we didn't do parameter tuning. So, we

worse. We thought that this was because there were fewgfyst do re-experiment. Also, the number of the English-
English-Japanese word pairs in the simple sentences foiapanese sentence pairs used for this experiment is small. |
making the translation patterns. Thus, there were fewemeans that reliability of tri-gram data is small. So we will

variables and many characters were left in the comyge the googlev-gram [14] in this experiment.
pound/complex translation patterns. Therefore, when the

input sentence matched an English translation pattern, we
obtained a high- quality translation even though the number
of matched sentences decreased.

VIII. CONCLUSION

In this paper, we discribed pattern-based English-Japganes

E. Examination of Word-based Satistical Machine Transa- machine translation with statistical method. And we showed

tion Decoder how to automatically create English-Japanese statistical
The first generation of the statistical machine translaPattern-based machine translation. Ordinarily, traitsiat

tion was word-based, and its performance was low. Morﬁp"",ttemlS are (rjnade by ;ang n pattern—paslclad m.achlnestrlsllq_s-
recently, phrase-based statistical machine translatias h atl(l)nl. r;]stea » We ma et erg a.‘““g?f'ﬁa y LIJ_smg a_mm
gotten better results. tool. In the experiments, we obtained high-quality tratis

In the proposed method, we thought the English-JapanesseemenceS under certain conditions. The proposed method

word dictionary and English-Japanese translation paiternWas espqully.eﬁectlve in the human eyaluatlon n the A-
rank classification. For example, for the simple sententes,

were equivalent to the translation model of SMT. And we btained 9 doi h
thought the word tri-gram was equivalent to the Ianguagt.ph ta[;ne i co,\;lrect sentences and O incorrect sentences than
model of SMT. Consequently, we thought the proposeot e baseline(Moses).

method was equivalent to a word-based SMT decoder. In the future,_we will ma}ke a program using phrase-based
pattern machine translation in order to increase the number

F. Increasing the number of matching the English-Japanese  of translations in the A-rank.
trandation patterns

In this experiment, we matched 3252 sentences from ACKNOWLEDGMENT
the 10000 English simple sentences. Similary, we matched
823 sentences from the 10000 English Compound/Complex | would like to give heartful thanks to the member
sentences. We think that it is less number of matching thef Keisanki-C laboratory, Department of Information and
English-Japanese translation patterns. In future works, wKnowledge Engineering, Faculty of Engineering, Tottori
must increase the number of matching the English-Japanegéiversity.
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